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Abstract.  Any global consideration of the theme "Evolution and Cognition" requires a clear definition of what we mean by the term "cognition". In contemporary cognitive science, there are two distinct paradigms with contrasting definitions of cognition. The computational theory of mind is based on the syntaxical manipulation of symbolic representations; this paradigm is objectivist because the postulate of a unique independent reality is necessary as a referential basis for semantic grounding of the symbols. The alternative "constructivist" paradigm is based on the biological metaphor "cognition = life" and programmatically follows the evolution of cognition from bacteria to civilized humans; it is non-objectivist. There is a definite tendency to consider that the computational theory is appropriate for "high-level" human cognition, whereas the constructivist approach is appropriate for "low-level" cognition. This article argues against such a division of labour, since the issue of objectivism is a watershed which continues to demarcate the computational and constructivist paradigms in their respective approaches to higher-level cognition. This difference has important implications both for our self-understanding of ourselves as human beings in general, and for our interpretation of the nature of scientific activity in particular.
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I. INTRODUCTION.

Any global consideration of the theme "Evolution and Cognition" requires a clear definition of what we mean by the term "cognition". The question of knowledge has occupied a central position in the long history of Western thought since Plato (Russell 1959). It is obviously quite impossible, in the space of this short article, to do anything like justice to the richness and diversity of the various theories of knowledge that have confronted each other more or less continuously over twenty-five centuries - idealism, rationalism, empiricism, nominalism, realism, scepticism and so on. I shall therefore openly single out for attention just one major issue which constitutes a watershed separating two radically different world-views. The point at issue concerns the nature of truth. Putnam (1981) has pointed out that whatever their differences concerning their conceptions of what really exists, the overwhelming majority of philosophers in the Western tradition have agreed in linking the notion of truth with that of objective validity. On this view, something is "true" if and only if it corresponds to an independent and "objective" reality. Today as throughout our intellectual history, the conviction is widespread that knowledge is only knowledge if it reflects the world "as it really is" (Spinner 1977).

In this article, I shall label this position - which is based on the ontological postulate that objective reality exists and is what it is independently of any relation with a cognitive subject - by the term "objectivist". It is important to recognize that most of us - myself certainly included - spontaneously adopt an objectivist attitude. Objectivism seems so obviously congruent with our everyday common-sense intuition that it is genuinely difficult to imagine a credible alternative. Thus the only alternatives that come readily to mind - such as rank relativism, or the idealistic solipsism of Berkeley - appear manifestly absurd. This difficulty is reflected in the fact that the major challenge to objectivism from within Western philosophy - the sceptical tradition from the pre-Socratics to Kant and beyond - has been predominantly critical;  at best the question of objectivity is side-stepped (as in the "phenomenological reduction" of Husserl); at worst it has led to the nihilism of Nietzsche (Varela et al 1993). In the absence of a positive alternative, it is perhaps not surprising that whatever the intellectual difficulties revealed by critical epistemology, we constantly tend to fall back into the familiar mould of objectivism.

There is thus a considerable stake in the elaboration of a viable alternative to objectivism. At this point, a few words on the relationship between science and philosophy may be in order. At the birth of Western intellectual history in Greek antiquity, there was no separation between "Natural Philosophy" and the search for wisdom - a point I shall return to in my conclusions. The birth of modern science at the Renaissance, however, saw the advent of a split between science and philosophy which, over the centuries, has widened to the dimensions of an unbreachable abyss. "Science" has adopted an exclusively third-person perspective, devoted to the accumulation of positive knowledge via the hypothetico-deductive method of systematic confrontation between theory, experimentation and empirical observation. "Philosophy" has retreated into an exclusively first-person perspective based on abstract contemplative speculation. The difficulty of elaborating a positive alternative to objectivism is largely related to the mutual impoverishment resulting from this split.

In this respect, one of the most promising developments in recent times is the emergence, over the last half-century, of the new field known as "cognitive science". Of course, well prior to this, there were already a number of scientific disciplines concerned with various aspects of what may broadly be termed "cognition": experimental psychology, ethology, linguistics, logic and neurobiology, to name but a few, were all well established by the beginning of the twentieth century. However, these disciplines remained largely unrelated to each other, and neither individually nor collectively did they address the central question of cognition as such. What was new about "cognitive science", as it emerged in the 1940's, was the birth of a paradigm  which constituted "cognition" as such as a fully-fledged scientific object. This enabled both a transversal articulation of the various disciplines concerned (including new possibilities for integrating the "natural sciences" and the "social and human sciences"); and, even more importantly for the present discussion, it opened the way for a renewed dialogue between science and philosophy concerning the nature of knowledge. Particularly if we adopt a non-objectivist attitude, there is no single "true" answer to the question of what "cognition" is. As Kuhn (1962) has pointed out, scientific objects are intrinsically theory-laden; consequently, we can only answer the initial question of what we mean by "cognition" in the terms provided by one or more properly constituted paradigms. 

II. PARADIGMATIC MODELS FOR COGNITION.

II.1. The Computational Theory of Mind.

The early history of what is now known as "cognitive science" has been studied in depth, notably by Gardner (1985), Heims (1991) and Dupuy (1994). A dominant influence in the emergence of the new paradigm was the anglo-saxon tradition of analytical philosophy and logical empiricism. Key figures were Turing (1950), with the concepts of the "Universal Turing Machine" and the "Turing test" for defining intelligence; von Neumann (1958), who designed the digital computer on the basis of these concepts; and Newall and Simon (1972), authors of the "Physical Symbols System Hypothesis" and the notion of "problem solving". The major contemporary exponents of what I shall call the "Computational Theory of Mind" are Fodor (1983) and Pylyshyn (1984). It is obviously out of the question here to give a full account of this paradigm; I shall restrict myself to a succinct presentation of certain key features which are of particular relevance for the issue of objectivism.

The heart of the computational theory of mind is a paradigmatic definition of "cognition" as the manipulation of symbolic representations according to the rules of a formal syntax. The great strength of this approach lies in the fact that cognitive processes, so defined, consist of operations on symbols which can be and are performed without regard to the semantic meaning of the symbols. Such processes correspond precisely to the operation of a digital computer with a von Neumann architecture; this means, as Varela (1988) has pointed out, that "cognitive science" as so defined is also a powerful technology with immediate and important applications in the field of Artificial Intelligence and expert systems.

Everything has a price, however; and in this case the difficulty can be summed up by the question "what is 'cognitive' about purely syntaxical operations on abstract symbols?" Within the computational paradigm, the canonical solution has been to consider that the symbols are "representations", i.e. they obtain semantic content by means of correspondence relations with aspects of "the state of things in the real world". For example, the symbol "CAT" refers to one of the furry animals that miaow and are kept as pets in many households (the awkwardness and imprecision of this circumlocution is premonitory of the difficulties of the "symbol-grounding problem" discussed below). According to Lakoff (1987), the computational paradigm is based on a redeployment of Model Theory from the formalist programme of axiomatic mathematics. In the field of mathematics, both the interpretative model itself, and the correspondence relations between the formal symbols and the elements of the model which provide semantic content, are furnished from outside the system by the community of mathematicians. (For example, the symbols "SL" and "P" can be interpreted as "straight line" and "point" in the model of Euclidean geometry). In classical Artificial Intelligence and expert systems, the same role is played by the human engineers of the systems in question. Consequently, such systems are essentially heteronomous: they depend on an external agency. 

In the redeployment of this conceptual structure as a basis for cognitive science, the interpretative "model" is taken to be the objective state of affairs in the real world (Lakoff 1987). There are deep problems inherent in this approach, which have been identified from within the analytical tradition by Putnam (1981) as "indeterminacy of reference" and by Quine (1960) as "opacity of reference". Generically this question is known as the "symbol-grounding problem"; it has already generated a vast literature without, as yet, approaching a satisfactory solution. With respect to our theme of "evolution and cognition", these problems may be seen as stemming from the fact that in nature, cognitive entities (animals, human beings) are autonomous: there is no plausible and scientifically acceptable candidate for the role of a Deus ex machina capable of guaranteeing the model and the correspondence relations. 

I do not wish to suggest that these problems are such as to decisively refute the computational paradigm; on the contrary, they generate a characteristic set of open-ended questions and puzzles which constitute the heart of its day-to-day research programme (Lakatos 1970). The point I do wish to emphasize is rather that the computational paradigm necessarily presupposes an objectivist ontology : one must postulate the existence of a definite referential "state of things in the real world" which exists and can be positively specified independently of any relation to a cognitive subject. On the one hand this supports my suggestion that cognitive science is an area where natural science can renew contact with the traditional concerns of Western philosophy concerning the nature of knowledge. On the other hand, however, the fact that the computational paradigm shares with the dominant thread in Western philosophy a commitment to an objectivist ontology means that we must look elsewhere for an alternative to objectivism. 

II.2. Towards an alternative paradigm.

The difficulties of the computational paradigm - both the intrinsic theoretical difficulties that I have mentioned above, coupled with a growing awareness of the practical limitations of classical Artificial Intelligence - amount to an accumulation of anomalies sufficient to raise the possibility of what Kuhn (1962) has called a "scientific revolution", i.e. the emergence of a new paradigm. Quite pragmatically, in recent years a whole constellation of new approaches have arisen which have in common that they more or less explicitly demarcate themselves from classical computationalism. Examples are "Parallel Distributed Processing" (McClelland and Rummelhart 1986), "Neo-connexionism" (Smolensky 1988), "Artificial Life" (Langton 1989), "Adaptive Systems" (Meyer & Wilson 1990) and so on. And of course traditional cognitive psychology, which preceded cognitive science, has continued without necessarily adhering totally to computationalism: "mental rotations", to take just one example, are psychological processes which are not purely syntaxical operations on formal symbols. Neurobiology also, which is treated rather dismissively by computationalism, both preceded cognitive science and has continued fruitfully since. But I would like to state quite clearly here my personal conviction that neither an accumulation of anomalies, nor the existence of a healthy pluralism at the level of laboratory practice, separately or combined, are sufficient to guarantee the emergence of a paradigm of sufficient vigour and coherence to intervene effectively in the philosophical issue of objectivism.

A special word may be in order here on the status of comparative ethology. The theme of this special issue is "Evolution and Cognition", and a consideration of the evolution of  cognition will occupy a central position in this article (section III below). Comparative studies constitute of course an essential source of empirical observations for any scientific consideration of evolution. However, a reconstruction of phylogenesis is only possible if these empirical observations are interpreted  in the context of an explicit theoretical framework. I have argued elsewhere (in a book devoted to the evolution of the immune system, but the arguments are quite general and apply here also) that in evolutionary studies it is essential to have a clear scientific definition of the object  that evolves (Stewart, 1994). This is particularly relevant in the case of the evolution of cognition where, as I have indicated, objectivism itself is an issue. One can only hold that scientific facts are not necessarily theory-laden, and that it is acceptable to rely on a merely common-sense understanding of the term "cognition", if one holds that an "objective reality" exists and can be described without any reference to a specific theoretical option on the part of the scientist as subject. It is for this reason that I have focused my discussion in this article on the two existing paradigmatic definitions of "cognition", i.e. computationalism and (as we shall see) constructivism.

II.3.  Autopoiesis and radical constructivism.

No scientific achievement is ever the work of a single person, but perhaps the most seminal contribution to the elaboration of a non-objectivist paradigm of cognition is that of the Chilean biologist and philosopher Maturana.  As a result of life-long preoccupation with the question "what is the essential defining characteristic of living organisms?", Maturana came to the conclusion that the answer lies in their circular organization. "A living system is a system organized as a network of processes of production (transformation and destruction) of components which: (i) through their interactions and transformations continuously regenerate and realize the network of processes that produced them; and (ii) constitute the system as a concrete unity in the space in which the components exist by specifying the topological domain of its realization as such a network." (Maturana & Varela 1980). More concretely, a unicellular organism comprises a set of metabolic processes that produce a cell membrane; the membrane, in turn, both permits the continuation of the metabolic processes (by avoiding diffusion of the components), and specifies the organism as a topological unity. Concomitantly, Maturana also worked on the neurophysiology of colour vision, and asked the question: "what takes place in the phenomenon of perception?" The problem was that "there are many visual configurations, with uniform and variegated spectral compositions, in simple and complex geometrical forms, that give rise to indistinguishable colour experiences. How should one, then, look for the invariances in the activity of the nervous system in relation to the perception of colour?" (Maturana & Varela 1980). Maturana came to realize that the answer "required us to close the nervous system and treat the report of the colour experience as if it represented the state of the nervous system as a whole. In other words, the new approach required us to treat seriously the activity of the nervous system as determined by the nervous system itself." This is clearly another case of circular organization. The culminating point came with the realization that these two apparently different phenomena - cognition and the operation of the living system - were both characterized by the same organization and were, in fact, the same thing. In collaboration with Varela, Maturana coined the new term "autopoïesis" (literally, self-production) to designate the circular organization common to cognition and life.

It is to be noted immediately that the conception of autopoïesis is intrinsically and radically non-objectivist. As Maturana himself remarked, "what was still more fundamental was the discovery that one had to close off the nervous system to account for its operation, and that perception should not be viewed as a grasping of an external reality, but rather as the specification of one, because no distinction was possible between perception and hallucination in the operation of the nervous system as a closed network." The same is of course true for living systems in general, on account of their autopoïetic organization. The theoretical conception of autopoïesis thus provides a scientific counterpart and underpinning for a non-objectivist ontology. In philosophical terms, the corresponding theory of knowledge has been termed "radical constructivism" (Watzlawick 1988). 

The idea that "cognition = life" represents a radical departure from our usual ways of thinking about knowledge, and it is bound to seem nonsensical to many. For example, plants are living organisms and therefore, on this definition, in some sense "cognitive". Of course, given that all of us are spontaneous objectivists, any  non-objectivist theory of cognition will be initially disturbing, and so the difficulty is to some extent inevitable. It will therefore be useful to illustrate this idea in practice and to elaborate on some of its consequences and corollaries; with some degree of familiarity it may come to seem less strange and nonsensical.

One point that is particularly worth explaining, since it is the source of considerable confusion and misunderstanding, concerns the notion of "operational closure" (Maturana & Varela 1980). Autopoïetic organisms are autonomous and intrinsically self-referential; i.e. their internal dynamic states are determined not  by reference to anything external, but by their own organization. This point is quite fundamental, and lies at the heart of their non-objectivist ontology. However, this does not  mean that autopoïetic organisms are isolated from all interaction with their environment; on the contrary, we know that an autopoïetic organization is only possible for systems which are thermodynamically and materially open  to continual exchange with their environment. Varela (1994) has usefully remarked that when a living organism successfully deploys a particular life-strategy in a hitherto undifferentiated "environment", it brings into existence a corresponding "ecological niche". Organism and niche are distinct but inseparable: it is not possible to specify the niche without referring to the organism, and vice versa. Our imagination is nourished here by accounts such as those of the ethologist von Uexküll (1966) in his descriptions of the Umwelt  of primitive animals such as a sea-urchin or a tick. It is intuitively  clear to us that the "world" of a tick, suspended for seventeen years on a twig waiting for wafts of butyric acid emanating from a passing warm-blooded mammal to signal the appropriate moment to drop, is neither  solipsistic or unconstrained by a reality principle, nor  specifiable as a unique objective reality unrelated to the life-strategy of the tick itself. In an objectivist perspective, cognition is the subjective representation of an ontologically independent objective reality. In a constructivist perspective, based on the biological metaphor "cognition = life", the clear (and I hope comprehensible) point of contrast is that the subject and the object of knowledge are not  independent but are mutually constitutive. 

Given an autopoïetic organism engaged in ongoing interactions with its niche, we may take a step further by distinguishing between between sensations  (i.e. those interactions in which the direction of causality is from the niche towards a perturbation of the internal state of the organism) and actions  (i.e. interactions in which the direction of causality is from the organism towards a modification of the state of the niche). This enables us to say that an autopoïetic organism will use its sensations to guide its actions, and will be strongly constrained by a reality principle to do so in a very particular way in order to maintain its viability. This is comforting, because we can recognize the parallel with the sequence "perception - inference - action" of orthodox cogntive science, with the major difference nevertheless that "inference" in the constructivist version is essentially implicit, and in no way requires formal logic or symbolic representations of an "external reality".  Even more interesting is the consideration that the "actions" of an organism will have consequences for its own subsequent "sensations". This can also be construed as "knowledge", because the fact that an organism's actions do have quite definite consequences for its sensations, that the organism itself cannot specify or modify "at will", is a clear indication that the organism is not solipsistic but is indeed constrained by a reality principle. Upon reflection, this makes (surprisingly) good sense. An autopoïetic organism functions within the domain of its operational closure, and is hence radically incapable of "knowing" noumenal "reality in itself" (the Kantian Critique of Pure Reason  reminds us that this is necessarily true for any cognitive being whatsoever). This being so, what "knowledge" of its niche could  an autopoïetic organism have other  than that couched in its own  referential terms of relations between actions and sensations? It is worth noting here that if sensations guide actions, and actions in return have consequences for sensations, then the relationship between sensations and actions is another example, at a different level than that of autopoïesis itself, of circular causality.

I have already remarked that it is misleading to attribute a new paradigm to any single author. In the space of this short article it is obviously out of the question to pretend to anything like exhaustivity, but a few additional references may be in order. The fact that an organism's actions have consequences for its own perception is at the heart of the "ecological" approach to perception developed by Gibson (1979). According to Gibson, living organisms perceive "directly" the "affordances" generated by their specific relation  to their environmental niche. In the case of visual perception, this gives rise to an "optics" which is inseparable from the organism itself and which is thus quite distinct from the "third-person" optics of physics. Varela et al (1993) have provided a penetrating discussion of the possibly objectivist connotations of the Gibsonian notion of "direct perception", and propose a constructivist interpretation in the framework of their concept of "enaction". 

von Glaserfeld (1988), in a useful overview, has underlined the deep affinity between radical constructivism with the sceptical tradition in philosophy. He also notes in particular the seminal contribution of Piaget. It is perhaps not widely recognized that Piaget was led to his famous studies on cognitive development in children by a quite explicit project to provide a naturalistic account of the genesis of the "a priori" conceptual categories that lie at the heart of Kant's cricitical epistemology. Nor is it commonly recognized that Piaget, as biologist and philosopher, was interested not only in ontogenesis but also in phylogenesis and, in the case of mathematical knowledge, in its genesis over the course of human history (Piaget 1972). The relation between cognition and biology in a constructivist perspective is confirmed by the well-known affinity between Piaget's views and the developmental biology of Waddington, notably around the concept of epigenesis. Among contemporary biologists, Waddington's "post-neo-Darwinism" is notably represented by Lewontin (1983) who in fact rejoins one of Darwin's own original intuitions, neglected in subsequent developments, that organisms participate in the construction of the selective forces that operate on their own evolution (Lenay, this volume). Finally, it is useful to note the deep affinity between the views expressed here and the notion of "niche construction" proposed by Odling-Smee (this volume).

II.4. The relationship between computationalism and constructivism.

After this all too sketchy presentation of the computational and constructivist paradigms in cognitive science, it will be useful to say a few words on the relationship between them. The "Computational Theory of Mind" is quite clearly centred on human cognition. On this view, "knowledge" is typically expressed in a "Language of Thought" (Fodor 1975), and takes the form of propositional statements (knowing that X is Y, for example) accompanied by propositional attitudes (believing that, hoping that, fearing that and so on). Dennett (1991) quite explicitly links the emergence of characteristically human consciousness with the instanciation of a "virtual machine" functioning on computational principles. Jackendorff (1987) too, addressing what he calls the "mind-mind problem", is also concerned with human consciousness in the framework of a clearly computational approach. To sum up, the plausibility of the computational paradigm is maximal for the case of high-level human cognition; it seems much less convincing in the case of lower-level cognitive processes such as perception and locomotion. It is indeed quite difficult to believe that animals, which share these lower-level cognitive processes with humans, really engage in the syntaxically organized manipulation of symbolic representations. 

On the other hand, the fact of the matter is that to date the great bulk of the work in cognitive science which takes a non-computational approach is essentially confined to lower-level cognition. This is clearly the case for neo-connexionist models of neural networks, which are quite explicitly "sub-symbolic" (Smolensky 1988). It is also the case for work in the field of autonomous mobile robots, where Brooks (1987) for example speaks quite openly of "intelligence without representations". Again, the phrase "from animals to animats" to designate work on adaptive systems also speaks for itself. In the field known as "Collective Intelligence", there is a clear demarcation between "reactive agents" endowed with only lower-level cognition, and so-called "cognitive agents" in which human-like social interactions are modelled on the basis of computational procedures (Erceau & Ferber 1991). It is useful to recall here that so-called "Multi-Agent Systems" are in fact neither more nor less than a high-level programming technique. Finally, judging quite simply by the papers presented at successive international conferences on "Artificial Life", the centre of gravity is again fairly and squarely on non-human cognition.

As a result of this state of affairs, I consider that de facto there is a rather general consensus, implicit if not often thematized as such, to the effect that computational and non-computational approaches are complementary. Since constructivism is definitely non-computational, this amounts to considering that constructivism is appropriate for "low-level cognition", whereas computationalism still reigns unchallenged for "high-level cognition". A central point that I wish to make in this article is that this apparently pragmatic conclusion is not necessairly valid. In my view, constructivism has its own distinctive approach to higher-level cognition, with implications that are radically different from those of computationalism. I shall argue that the issue of objectivism is a watershed which continues to demarcate the computational and constructivist paradigms in their respective approaches to higher-level cognition. I hope to have made it clear that the biological metaphor "cognition = life" forms the basis for an intrinsically and radically non-objectivist conception of cognition. What I now have to show, in order to substantiate my claim concerning higher-level cognition, is that if we follow the course of biological evolution from the origin of life through to contemporary humans, identifying the major emergent steps on the way, the nature of cognition will be progressively enriched; but at each stage, the non-objectivist status of cognition will be quite fundamentally retained. If this is correct, then it does indeed follow that the computationalist and constructivist approaches to human cognition are qualitatively distinct. This leads me, then, to embark on a consideration not so much of "Evolution and Cognition" which is the theme of this special issue, but rather the evolution of  cognition. Piaget (1976) has perceptively remarked that as animal behaviour and cognition increases in complexity, this has a feed-back effect which markedly modifies and accelerates the evolutionary process itself. This is indeed an important issue, but one that I will not be able to treat explicitly here.

III. THE EVOLUTION OF COGNITION.

Before embarking on my account, a preliminary comment may be in order concerning an important difference between the computational and constructivist paradigms in their respective approaches to the evolution of cognition. In the computational paradigm, symbolic representations are theoretical primitives so that it is not really possible to study their evolutionary emergence, because there are no conceptual categories available for specifying the situation before  symbols came into being. By contrast, in the constructivist paradigm, symbols come into existence at a certain point in the evolutionary process, but their underlying nature is illuminated (and revealed to be significantly different than that of the formal symols of computational logic) by a consideration of the processes involved in their genesis. 

Biological evolution is a process which is chronologically continuous. In describing this process, however, it is useful to divide this continuity into a number of discrete steps each of which is marked by the qualitative emergence of a new phenomenal domain. In schematic outline, I propose to identify nine major stages in the evolution of cognition from the origin of life to contemporary humans.

III.1. The origin of life.  

The earliest living organisms were probably comparable to contemporary bacteria. Such organisms are, of course, autopoïetic on the definition of Maturana and Varela. They are also engaged in the circular causality between sensations and actions, subject to a constraint of viability, that I mentioned in section II.2. For example, bacteria are capable of guiding their actions (their cilia either flow in coherent waves, producing locomotion in a straight line, or wave in chaotic fashion, producing a "tumbling" motion and random reorientation) as a function of their sensations (their sensors discriminate between a situation in which the environmental sugar concentration is increasing and one in which it is decreasing) in such a way that they tend to move towards a nutritious source of sugar. Thus even the most primitive living organisms are minimally "cognitive" in the conceptual framework of the constructivist paradigm as I have defined it. And of course such cognition is non-objectivist.

As a point of contrast with the computational paradigm it is worth noting that this most elementary sort of cognition does not have the form of propositional knowledge, knowing "that"; it is not even knowledge "of" well-defined objects; rather, it is a sort of knowing "how" that is intrinsically tacit. Anticipating on what follows, it is interesting to note that authors such as Polanyi (1958) have argued that even human scientific knowledge is actually rooted in tacit procedural knowledge. Also anticipating, the biological metaphor "cognition = life" helps us to see the activity of living organisms as interpretative  (Clement et al 1995) and creates a link to the hermeneutical tradition in philosophy and the human sciences. I shall return to these points in my final discussion.

III.2. Cellular communication and the emergence of ontogeny. 

Maturana & Varela (1987) define "communication" as structural coupling between autopoïetic organisms resulting in a co-ordination of their actions necessary for their mutual viability. In terms of the circular causality between sensations and actions, this requires extending the repertoire of actions to include the emission of signals, and that of sensations to include the sensing of such signals (Booth & Stewart 1993). If one accepts that single cells are minimally cognitive, then the symbiotic relations between prokaryotic cells that hypothetically gave rise to eukaryotic cells (Margulis 1981) would be the first emergence of "communication". Less speculatively, the co-ordinations of actions between cells that give rise to a multicellular organism (a type of event which first occurred on the planet Earth some 1000 million years ago) is quite definitely an example of "communication" as defined here.

In order to underscore the non-objectivist nature of this way of looking at things, it is to be noted that the "object" of communication (as defined here) is not a referential state of things in an objective external reality, but the co-ordination of actions between the interacting cognitive agents. Not only is an "object" of this sort (in this case, the multicellular organism) clearly inseparable from the "cognitive" cells which compose it, but it is not even "represented" (symbolically or otherwise) by the cells themselves; it exists as such only in the cognitive domain of the observer, in this case the developmental biologist. 

It may be useful here to comment briefly on the concept of "genetic programme" which is firmly ensconsed as a part of the orthodoxy of contemporary molecular biology (Jacob 1970). It is ironic that molecular biologists, while scornful of vitalism, seem quite happy to attribute the astounding regularity of ontogenetical processes to markedly "homuncular" capacities of genes and enzymes, which are supposed to be able to "inform", to "command", to "translate", and most notoriously of all to exhibit "selfishness" (Dawkins 1976). One of the incidental benefits of taking cognitive metaphors in biology seriously, as I propose here, is that it helps to demystify this sort of rhetoric. Genes and enzymes are molecules; they are essential components  of autopoïetic organisms, but they are themselves neither living nor cognitive. I cannot properly discuss this difficult issue here; the reader is referred to Oyama (1985) for an extraordinarily deep analysis which is, in its own right, a major contribution to the elaboration of a constructivist paradigm.

III.3. Communication in social animals.

The emergent entity resulting from "communication" as defined above is itself an autopoïetic organism in its own right. Such organisms (multicellular organisms are the prototypic example) which are composed of "first-order" autopoïetic organisms may be termed "second-order" autopoïetic organisms. This process is potentially recursive; communication between second-order organisms can give rise to third-order entities. The paradigm example is the "swarm intelligence" displayed by colonies of social insects (Deneuborg et al 1992). It is worth repeating here that the "object" of such communication is not a referential state of things in an objective external reality, but the co-ordination of actions between the interacting cognitive agents. "Objects" of this sort (such as the insect colony with its nest and food-trails) are clearly inseparable from the cognitive subjects; but it is to be noted that they are not "represented" (symbolically or otherwise) by the agents themselves, and hence that the communicative signals (such as pheromones) do not contain encoded "information". 

It is worth noting here that there is no necessary relation between the cognitive complexity of higher-order and lower-order autopoïetic organisms. The cognitive complexity of a higher-order organism may be greater than that of its consitutent lower-order components: we shall see that this is the case for multicellular animals possessing a nervous system. But the cognitive complexity of the higher-order organism may also be less  than that of its constituents: this is is the case for third-order human societies, which do not possess (for example) the conscious awareness of the human beings that compose them. The cognitive complexity of a third-order insect colony, considered as an autopoïetic "super-organism" in its own right, is very roughly comparable to that of the second-order individuals that compose it. The same may be said of second-order multicellular organisms such as plants, whose cognitive complexity is roughly comparable to that of the first-order cells that compose them. Plants can "communicate" and enter into the emergent formation of a higher-order autopoïetic system (for example, an eco-system); but their own cognitive complexity is not markedly different from that of first-order organisms. In Batesons's vivid phrase, "sequoia trees know how  to resist forest fires"; but rather like bacteria, they do not know that  they can resist forest fires, nor do they have intentions or conscious awareness.

III.4. From sensation to perception. 

I have defined "sensation" above as an interaction between an autopoïetic organism and its niche that causes a perturbation in the internal state of the organism. More concretely, a "sensation" may also be understood as the activation of a sensory organ at the interface between an organism and its environment. I have already noted that (for an observer) the actions of an organism have consequences for its own sensations. Animals with a central nervous system have the capacity to distinguish (within their own cognitive repertoire) between modifications of their sensory input which are the immediate consequence of their own actions, and modifications which are not so caused. For example, when an animal moves its eyes, the retinal image (and hence the stimulation of the retinal cones) is modified, but a mammal does not usually confuse this movement with the movement of an object in its environment. The construction of perceptual invariants  on the basis of motor-sensory correlations of this sort is thus at the basis of the emergence of a "stable external world" populated by "objects" which exist as such in the cognitive repertoire of the organism itself (Bach y Rita 1962). Bacteria (or trees), for example, are quite incapable of cognitive feats of this sort.

It is crucial to understand that "objects" of this sort are not  referential with respect to a unique, pre-given external objectivity. They are constructed  on the basis of sensory-motor correlations generated by the activity of the cognitive subject itself. Such constructions are certainly not arbitrary; they are indeed sharply constrained by a reality principle; but the very nature of what these constraints are,  and hence the nature of the "objects" that are constructible, are inseparable from the nature of the organism itself. Depending on the species, and the sort of activity that it engages in, the nature of the "objects" that populate its Umwelt  can vary quite dramatically.

III.5. Representations and intentions. 

Certain authors, notably Maturana (1988) and Brooks (1987) have suggested that it is possible and preferable to dispense altogether with the notion of "representation". To the extent that "representations" are widely understood as being representations of  an objectivist reality, this move is quite understandable; and it is certainly useful to establish that "elementary cognition" does not require this sort of representation. However, this move has also had the unfortunate effect of strengthening the implicit consensus that constructivism is only applicable to "lower-level" cognition. I therefore consider that it is important to elaborate a non-objectivist version of the notion of "representation".

"Constructivist representations", if I may call them that, cannot of course represent referential states of affairs in the external objective world (as in computationalism). I consider, however, that they can  (without any internal inconsistency in a radical constructivist paradigm) represent the anticipated consequences of an organism's actions for its future perceptions. Armed with representations of this sort, an organism can set itself a "goal" (expressed in terms of a desired perceptual configuration), and then by purely mental activity (without having to take the risks involved in proceeding by trial and error by actually acting in the world) elaborate a sequence of actions which, according to these representations, can be expected to achieve that goal (Mel 1990). Representations as thus defined are thus the basis for intentional action.

It is interesting to note that authors who adopt the computational paradigm tend to be rather eliminativist with respect to intentions. This is not altogether surprising, since few people seriously think that computers really have intentions. For example, Dennett (1987) considers that "intentions" are never anything more than heuristically convenient projections; on his own admission, this implies that bacteria and even thermostats have "intentions". Seeing "intentions" everywhere, however, is virtually equivalent to seeing them nowhere in particular. The constructivist view I have just suggested is quite different, and makes it possible to consider that intentions are "real" - not of course in the objectivist sense of existing independently of any observation, but as properly constructed scientific objects.

I have elaborated these ideas in greater detail elsewhere (Stewart 1995). Here, I wish only to emphasize that representations and intentions as I conceive of them not only do not weaken the non-objectivist nature of cognition, they actually strengthen it: the processes that I invoke are all quite obviously inseparable from the activity of the cognitive subject. Thus even if lower-level cognition were objectivist (which of course, on the account I have given, it is not), higher-level cognition involving plans and intentions would be non-objectivist in its own right.

III.6. Animal awareness, the body and emotions.

Scientific consideration of the question of consciousness is seriously hampered by the fact that the word, in ordinary language, is richly polysemic. This does not cause insuperable problems in everyday linguistic communication (see below), but it threatens serious confusion in scientific debate. At the very least it seems necessary to introduce a rigorous distinction between what Edelman (1989) has called "Consciousness I" (i.e. animal awareness as I shall discuss it in this section), and "Consciousness II" (i.e. reflexive human consciousness which will the subject of section III.8 below).

Rosenfield (1992) has perceptively argued that basic self-awareness absolutely requires what he calls a "body-image" which provides an indispensable reference for making sense of perceptual experience. He convincingly cites clinical evidence, for example the striking phenomenon of "hemi-neglect" in which a cerebral lesion leads to a paralysis of one side of the body.... of which the patient himself is blissfully oblivious! Damasio (1994) supports this sort of interpretation, and adds the evidence from functional neuroanatomy which, in conjunction with the recent neurophysiological theories of resonsanant cell assemblies (Varela 1995) provides a plausible account of the mechanisms underlying this sort of phenomenon. It is interesting to note that this line of work supports the openly expressed opinion of Searle (1992), who holds that the brain does not contain "symbols" susceptible to syntaxical manipulation, and even less "homunculi", but only neurones which, by virtue of their configurations of activity, establish significant relations.  One of the results of such constructions is the emergence of a body  as such; it is significant that we speak of the "bodies" of animals, but not of plants.

Damasio (1994) takes a step further, and argues that emotions  emerge, in animals, on the basis of the sort of cognitive body that I have briefly evoked. The evidence is, again, clinical: patients with certain types of neurological damage have a defective body-image and, concomitantly, are quite unable to express or apparently to feel emotion. Strikingly, although such patients have unimpaired "computer-like" intelligence as measured by a whole battery of psychological tests, they are quite unable to behave rationally in the conduct of their own lives.

This account is inevitably sketchy in the extreme, and does not do justice to the growing body of work in ethology on animal consciousness (e.g. Cheney & Seyfarth 1990; Ristau 1991; Parker et al 1994). I hope nevertheless that I have said just enough to make the point that here again we are confronted with an example of higher-level cognition that is quite manifestly and radically non-objectivist. An emotion is not the "representation" of anything definable existing in an external, pre-given objective world. And as for "body-images", it is immediately evident that they are quite inseparable from the activity of the cognitive subject. The notion that the "mind" is quite intrinsically "embodied" has been developed explicitly and at length by Varela et al (1993).

III.7. Language.

Maturana (1988) defines language as a second-order "communication about communication". It may be qualitatively distinguished from the semiotic signals of animal communication by the metaphorical variability in the semantics of individual signals due to situated contextuality. It probably first appeared in the process of hominisation, somewhere between the first australopithecines 3 million years ago and the disappearance of neanderthal man replaced by modern homo sapiens 50 thousand years ago; the question of the origin of language is however highly controversial and requires further study.

My main thesis concerning the radical difference between computational and constructivist approaches to higher-level cognition is well illustrated by the case of language. According to the computational paradigm, there is no essential difference between natural languages and the formal languages of logic and computer science (Montague 1970). Linguistic communication is considered to be a process of encoding, transmitting and decoding information (Reddy 1979). The constructivist view is quite different: linguistic communication is considered as an interpretative process which can never be referentially transparent or certain. We nevertheless manage to understand each (more or less!) precisely because linguistic communication is both communication and   simultaneously meta-communication about the status of our mutual understanding. This is particularly clear in conversational dialogue: since we have to imaginatively guess what the other person might be trying to say, we are continually engaged in checking out whether our hypothetical interpretations are correct. Hence the frequency, and importance, of expressions such as "Yes, I see" or "No, I don't get that, can you say it again?" In fact much of this meta-communication is non-verbal - frowns, smiles, head-shaking, intonation and so on. On the view I present here, such non-verbal communication is nevertheless profoundly linguistic. 

At another level, it is interesting to note here the emergence of a further case of circular causality, this time between language and forms of social organisation. On the one hand,  many anthropologists consider that rather particular social relations (for example, cooperative tool-making and division of labour, or emotional familial bonding related to permanent non-seasonal sexuality) are a necessary condition for the emergence of language (e.g. Isaac 1976, White 1985, Maturana & Varela 1987, Leroi Gourhan 1964) ; on the other, only human beings actually talk  about their social relations, with a view to construct them and sometimes to change them (i.e. engage in politics). This clearly transforms in return the nature of human socety (Clastres 1974).

Finally, this may be the place to examine explicitly the contrast between the computationalist and constructivist paradigms concerning the nature of symbols. On the computationalist view, formal symbols (and a formal syntax) are theoretical primitives. There is nothing wrong with that in itself: any scientific theory inevitably postulates theoretical primitives which cannot be explained or accounted for in terms of something else. However, since formal symbols are by definition intrinsically devoid of meaning, this does give rise to the "symbol-grounding problem". There must be some way of conferring  meaning on symbols, "after the event" so to speak; and as Putnam has pointed out, this cannot be done by reference to use, because the syntax already  determines use. Hence the recourse to the notion of representational reference, with its implicit objectivism.

On the constructivist view, "symbols" may be defined as linguistic elements that are grammatically structured so as to potentially generate great combinatorial diversity. But since linguistic symbols emerge from the precursors of the semiotic signals of animal communication, they always already  have meaning, even before they acquire the status of symbols. On this view, formal symbols devoid of meaning are derivative,  being obtained by positively divesting  previously meaningful symbols of their significance. Quite concretely, this process occurred historically in the course of the history of axiomatic mathematics from Euclid to Hilbert. From this point of view, the "symbol-grounding problem" of computational cognitive science looks rather bizarre and somewhat perverse: why go to all the bother of divesting "natural symbols" of their meaning, and then desperately trying to put it back, when it would seem so simple to leave them as they are! Concerning the question of grammar compared to formal syntax, the constructivist approach is to study the genesis  of a "Cognitive Grammar" (Langacker 1987, Lakoff 1987) on the basis of situated cognition and body-related metaphors. 

III.8. Reflexive consciousness.  

The subject of consciousness has generated a vast literature which I cannot even attempt to review here. For my present purposes, I shall restrict myself to a remarkable book resulting from a life-long preoccupation with the theme of consciousness (comparable to that of Maturana with the question of the nature of living organization). According to Jaynes (1976), the "I" of reflexive conconsciousness is a metaphor-generated model of a first-person subject. It is thus akin to a fictional construct resulting from narrative activity. It is worth noting that from a constructivist perspective, the conscious "I" is no less "real" because it is constructed. (Machines, and human societies, are manifestly "constructed" but they are no less real for that). If one holds, as constructivists do, that all  "reality" is constructed (under the constraints of an uncompromising reality principle - it is not possible to construct just anything on whim, as engineers well know), then the conscious "I" is at least as real as anything else. In fact, it is actually more  real to us than most of what we habitually take to be "real" since it is what we experience most directly - a point that is at the heart of philosophical method, but also a possible point of contact with constructivist cognitive science. We may also note that just as in Piaget's account of pyschological development there are a succession of stages each of which is a necessary condition for those which follow, so here in this constructivst account the emergence of language (III.7 above) is a necessary pre-condition for the subsequent emergence of reflexive consicousness.

According to Jaynes, reflexive consciousness (defined not as simple animal awareness or a state of wakefulness compared to sleep or coma, but more precisely as a specifically human consciousness of being conscious) is a surprisingly late development, situated historically between, for example, the Homeric Iliad  and Odyssey, or between the Old Testament books of Amos  and Ecclesiastes.   Briefly, the idea is that the heroes of the Trojan war were not reflexively conscious in the way that we (intermittently) are: they were "noble automatons who knew not what they did". At points of crisis, these heroes were guided by the "gods.... (which) are what we now call hallucinations". (Note the resonance here with Maturana's insistence that for an autopoïetic organism characterized by operational closure, there can be no intrinsic  distinction between  perception and hallucination). Jaynes (1976) writes: "The picture then is one of strangeness and heartlessness and emptiness. We cannot approach these heroes by inventing mind-spaces behind their fierce eyes as we do with each other. Iliadic man did not have subjectivity as do we; he had no awareness of his awareness of the world, no internal mind-space to introspcet upon... Volition, planning, initiative is organized with no consciousness whatsoever and then 'told' to the individual in his familiar language.... The individual obeyed these hallucinated voices because he could not 'see' what to do....... After the Iliad, the Odyssey.... The contrast is astonishing. Both in word and deed and character, the Odyssey describes a new and different world inhabited by new and different beings". Ulysses the wily is, suddenly, like us. He is capable of disguises and subterfuges, transformations and recognitions. Furthermore, "No one is moral among the god-controlled puppets of the Iliad. Good and evil do not exist... Penelope's chastity and loyalty to the absent Odysseus... (signal) the first beginnings of morality." 

As for Amos and Eccliastes, there is a similar contrast. "Amos is almost pure (hallucinated) speech, heard by an illiterate desert herdsman and dictated to a scribe. In Amos there are no words for mind or think or feel or understand or anything similar whatever; Amos never ponders anything in his heart; he can't; he would not know what it meant.... He does not consciously think before speaks; in fact, he does not think as we do at all: his thought is done for him. He feels his (hallucinated) voice about to speak and shushes those about him with a 'Thus speaks the Lord!' and follows with an angry forceful speech which he probably does not understand himself...... Ecclesiastes is the opposite on all these points. He ponders things as deep in.. his (metaphorical) heart as is possible. And who but a very subjective man could say 'Vanity of vanities, all is vanity', or say that he sees  that wisdom exceeds folly...... Ecclesiastes thinks, considers, is constantly comparing one thing to another, and making brilliant metaphors as he does so. Amos is fiercely righteous, absolutely assured, nobly rude, speaking a blustering god-speech with the unconscious rhetoric of an Achilles.. Ecclesiastes would be an excellent fireside friend, mellow, kindly, concerned, hesitant, surveying all of life in a way that would have been impossible for Amos."

At first sight, Jaynes' hypothesis is astonishing to the point of being nonsensical; but he argues cogently that we are lured into illusion because we cannot be conscious of what we are not conscious of (simple to say, but how difficult to appreciate!). Thus, consciousness can seem to pervade all mentality when actually it does not. A more careful examination reveals that consciousness is not a copy of experience; it is not necessary for concepts, nor for learning, nor for thinking, nor even for reason. In fact, it only comes into play when the ongoing schemes of perception-action break down, and we are faced with a situation in which we do not know what to do but must nevertheless make a decision. This theme is in resonance with the final stage of the evolution of cognition that I shall evoke here.

III.9. Being-in-the World.  
Finally, then, we come to the philosophical question of our self-understanding of what it is to be human. In a recent book, Dreyfus (1991) presents an interpretation of Heidegger's Being and Time  that is highly consonant with the constructivist approach that I have outlined here. I quote: "Heidegger claims that the (philosophical) tradition has misdescribed and misinterpreted human being.  ... The traditional misunderstanding of human being starts with Plato's fascination with theory. The idea that one could understand the universe in a detached way, by discovering the principles that underlie the profusion of phenomena was, indeed, the most powerful and exciting idea since fire and language. But Plato and our tradition got off on the wrong track by thinking that one could have a theory of everything - even human beings and their world - and that the way human beings relate to things is to have an implicit theory about them.


Heidegger is not against theory. He thinks it is powerful and important - but limited. Heidegger questions the view that experience is always and most basically a relation between a self-contained subject with mental content (the inner) and an independent object (the outer). Heidegger does not deny that we sometimes experience ourselves as conscious subjects relating to objects by way of intentional states such as desires, beliefs, perceptions, intentions, etc., but he thinks of this as a derivative and intermittent condition that presupposes a more fundamental way of being-in-the-world that cannot be understood in subject/object terms.


Computationalism, or the information-processing model of the mind, is the latest and strongest version of the mental-representation idea. It introduces the idea of formal  representations and thus seeks to explain human activity in terms of a complex combination of logically independent symbols representing elements, attributes or primitives in the world. This approach underlies decision analysis, transformational grammar, functional anthropology, and cognitive psychology, as well as the belief in the possibility of programming digital computers to exhibit intelligence. Heidegger's view on the nonrepresentable and nonformalizable nature of being-in-the-world doubly calls into question this computer model of the mind." 


The convergence between this view and the constructivist approach I have outlined here, in particular their common opposition to computationalism and its implicit objectivism, seems to me to be inescapable. This raises the general question of the relation between science and philosophy, to which I shall return in my conclusions. Here, I shall simply note that there is currently considerable interest in what may be termed the "naturalisation of phenomenology". On the philosophical side, Husserl himself, the founder of "phenomenology", was a trained mathematician and was deeply concerned with the state of the natural science of his epoch. Later, Merleau-Ponty (1945) was quite remarkably well-informed concerning the experimental cognitive psychology of his time and integrated it significantly in his philosophical works. On the scientific side, apart from Dreyfus himself, a number of contemporary cognitive scientists are quite explicit about the inspiration they have drawn from phenomenological philosophy; one may cite, among others, Winograd and Flores (1986), Bolton (1991), Varela et al (1993), Petitot (1992), Dupuy (1994), Wheeler (1995) and the school of phenomenological ethologists such as Buytendijk (1965) and Gervet et al (1992).

IV. CONCLUSIONS.

At the present time, there are only two definitions of cognition, those that I have labelled "computationalist" and "constructivist", that have achieved the minimal level of consensus necessary to constitute a paradigm. I have argued that these two definitions both apply to higher-level human cognition, but that they are quite radically different. They are different at the outset, at the level of their most basic postulates, on the ontological issue of objectivism. In my far too brief survey of the series of emergent phenomena that have appeared in the course of natural evolution, culminating in our present human situation, I have attempted to show that this difference in their underlying ontological postulates continues to differenciate the cognitivist and constructivist paradigms in their respective approaches to higher-level cognition. In conclusion, I wish to address the question of what is significantly at stake in this difference. I shall first examine the general implications for our self-understanding of ourselves as human beings. Then, finally, I shall discuss the specific issue of our reflexive self-understanding of scientific activity itself.

IV.1. General implications.

The general implications have been well expressed by von Glasersfeld (1988). On an objectivist ontology, the subject (human or otherwise) is not responsible for the state of the world, which is what it is quite independently of the knowledge that the subject may (or may not) have about it.  More specifically, behaviorism seeks to put the responsibility in the environment; sociobiology puts it in the genes; and the computer metaphor of mind pictures human beings as simply doing what they are instructed to do. By contrast, the constructivist position leads quite inescapably to the conclusion that human being are responsible for their thoughts, knowledge and actions. At a time when the state of the world is far from rosy - with mass unemployment and social exclusion in the North, wretched poverty in the South, and the global threat of ecological catastrophe - a view which holds that we have no-one other than ourselves to thank for the world we perceive ourselves as living in is not exactly comfortable. Nevertheless, that is very precisely the implication of constructivism.

The compensation, of course, is that constructivism invites us to responsible action. To quote Dreyfus again: "[Heidegger's] analysis calls into question one of the deepest and most pervasive assumptions accepted by traditional philosophers from Plato to Descartes to Kant to Husserl... Since this assumption plays a crucial role in our thinking, questioning it implies questioning current work in philosophy and in all other disciplines that study human beings. In linguistics, anthropology, psychology, sociology, literary criticism, political science, and economics, for example, the tradition underlies the current quest for formal models. Researchers in each of these disciplines attempt to find context-free elements, cues, attributes, features, factors, primitives, etc., and relate them through covering laws, as in natural science and in behaviorism, or through rules and programs, as in structuralism and (computationalism).

[Moreover], Heidegger does not simply want to clear the ground of traditional distortions and pseudoproblems. He has a positive account of authentic human being and a positive methodological approach for how human being should be systematically studied. Both his understanding of human existence and his interpretive method for studying human being-in-the-world have had an enormous influence on contemporary life and thought. Wherever people understand themselves and their work in an atomistic, formal, subjective, or objective way, Heidegger's thought has enabled them to recognize appropriate alternative practices and ways of understanding and acting available but neglected in our culture."

IV.2. Secific implications for science.

Finally, I come to the question of the nature of science itself. Many scientists are deeply irritated by Heidegger's notorious aphorism: "Die Wissenschaft denkt nicht". But might this not be a case of "if the cap fits, wear it" ? The objectivist position implies that (true) scientific knowledge is neither more nor less than a (correct) representation of pre-defined reality as it is. Structurally and intrinsically, quite before questions of subsequent "use" or "misuse" in terms of technological applications, this implies that scientific knowledge is inherently "neutral". Whether one likes it or not, this amounts to an evasion of responsibility, and so the objectivist position actually serves to justify Heidegger's verdict.

My own position, however, is that Heidegger is not neccesarily  right. I believe that it is possible to rearticulate science and philosophy, and I have argued that the constructivist paradigm in cognitive science is an appropriate tool for the task. It is worth noting here that "cognition" is both  the object  of cognitive science and,  since science is itself a cognitive activity, the subject   of scientific discourse. Conversely, the "observer" who identifies living organisation as autopoïetic and who makes a distinction between "organism" and "ecological niche" is also  a cognitive being included as a scientific object in the domain of the theory itself. In a constructivist account of the evolution of cognition, such as that sketched in outline here, these two aspects are related by coming full circle to the point of departure. This figure is somewhat akin to a Moebius strip, in that the subject and the object are locally distinct (and inseparable) like the two faces of the strip); yet via a complete revolution, the subject becomes the object and vice versa. This global figure of a circle or spiral has been quite explicitly thematized by a number of authors, notably Piaget (1972), von Forster (1974), Morin (1977) and Maturana & Varela (1987). 

The point I want to make here is that as a consequence of this "circular" figure, the non-objectivist character of the constructivist paradigm necessarily and intrinsically applies reflexively to itself. The fact that a thorough-going constructivism leads to a renewal of our understanding of science itself has been well illustrated by Latour & Woolgar (1979). In other words, this paradigm is both interpretative and self-interpretative. Classical natural science is (implicitly or explicitly) grounded in the ontological postulate of a unique objective reality; this postulate is however generally considered to be  meta-physical, i.e. not  to be a part of science itself. This is the reason for Heidegger's evaluation of the philosophical limitations of classical science (physics being the prototypical example). The constructivist paradigm, by contrast, is intrinsically hermeneutical; it is grounded not in any absolute reference, but simply by its own coherency and viability as an interpretation. Since no interpretation can claim principled uniqueness, this paradigm is necessarily tolerant and pluralistic; with the interesting corollary that constructivism does not and cannot disqualify computationalism or indeed any other paradigm capable of manifesting its viability. The difference remains, however, that constructivism (unlike computationalism) includes reflexion on its own philosophical status as an integral part of scientific practice. I therefore claim, in conclusion, that Heidegger was not necessarily right and that science can  think. To paraphrase the words of the poet T.S. Eliot: coming upon a footprint in the sand, and recognizing it as our own, we may know the place - and ourselves as scientists - for the first time.
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